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Abstract—We examine the impact of limited channel knowl- known at the SU transmitter. Previous studies [8]—[10],][12
edge on the secondary user (SU) in a cognitive radio system.[14] have only assumed imperfect knowledge of the SU-Tx
Under a minimum signal-to-interference-and-noise ratio (SINR) to PU-Rx link. Additionally, in previous work, the effect of

constraint for the primary user (PU) receiver, we determine . L
SU capacity under five channel knowledge scenarios. We derive the interference from the PU-Tx on SU capacity is ignored.

analytical expressions for the capacity cumulative distribution Also, we employ the SINR at the PU-Rx to impose proba-
functions and the probability of SU blocking as a function of bilistic constraints to protect the PU-Rx, while prior werk
allowable interference. We show that imperfect knowledge of the with the exception of [10], have considered an interference
PU-PU link gain by the SU-Tx often prohibits SU transmission \taqe constraint. Finally, we consider several casesenher

or necessitates a high interference level at the PU. We also show. . . . -
that errored knowledge of the PU-PU channel is more beneficial imperfect CSI manifests itself in the form of statisticahohel

than statistical channel knowledge and that imperfect knowledge knowledge (i.e., knowledge of the mean link gains). Such a

of the SU-Tx to PU-Rx link has limited impact on SU capacity. form of imperfect CSl is attractive from a practical standnpo
since obtaining accurate knowledge is almost impossible fo
some links, such as the PU-Tx to PU-Rx link. Moreover, the

. INTRODUCTION mean value does not impose a large system burden as it only
A large body of work is now available on various aspect®quires infrequent updates. Note that the inclusion ofTRU-

of CR systems, including fundamental information thearetto SU-Rx interference and probabilistic constraints eeslal

capacity limits and performance analysis, which often m&s rigorous evaluation of the benefits of various types of CSI.

perfect SU-Tx to PU-Rx channel state information (CSI) [1]# this paper, we establish the following key observationd a

[7]. In practice, there is expected to be limited (or no) cokesults:

laboration between PU and SU systems. Hence, an importan{ |n four of the five scenarios considered, we derive analyt-

question is the impact of the nature of channel knowledge jcal expressions for the cumulative distribution function
on CR capacity. Several recent contributions have corsitler  (cdf) of the SU SINR and use it to evaluate the SU

imperfect CSI [8]-[14]. In [8], mean and outage capacities capacity cdf.

along with optimum power allocation policies have been , For all scenarios, we derive the probability of SU block-
investigated for a CR system in a fading environment with  ing as a function of the permissible interference at the
imperfect CSI. Here, probabilistic constraints were emgtb PU-RX.
to maintain an acceptably low probability that interferenc By e\/a|uating our results for a range of system pa-
exceeded some target. In our work, we also use probabilistic rameters, we demonstrate the importance of accurate
constraints, but apply them to a signal-to-interferenceseno knowledge of the PU-Tx to PU-Rx link at the SU-Tx.
ratio (SINR) target. « We demonstrate the very high sensitivity of SU perfor-
This paper differs from the existing literature in several mance to the error in the estimation of the PU-Tx to
ways. There are four link gains in a two user PU/SU channel pyU-Rx and SU-Tx to PU-RXx links.
to consider and each of them may or may not be perfectly, We show that errored knowledge of the PU-Tx to PU-Rx
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We also impose a maximum SU transmit power constraint,

Y < h, > Y Pp,. Thus, inScenario 1, where the SU-Tx knowsg,,, P is
NN I given by
PU-Tx . LT PU-Rx
AN Pogp 2
hs/p/,’ s\izp\s Pt _ 0 . o <_Jp (2)
Pt L “a min (P, P,,) otherwise
Y Y where Ps is obtained from (1) by solvingr = ~,. Further-
SUTx SURx more, the constraints described above can only be guathntee
if the SU-Tx has perfect knowledge of the gaigps and

gsp, 1.€., underScenario 1. In analysingScenarios 2-5, we
use probabilistic constraints. Hence, we require the SINR
Fig. 1. System Diagram. constraint to hold with an acceptably high probability;- «,
where« is small.
In analysing the SU capacity, we first consider the SINR at
distributed instantaneous link gains of the PU-Tx to PU-Ryhe SU-Rx, denoted by,
SU-Tx to SU-Rx, PU-Tx to SU-Rx and SU-Tx to PU-Rx links,
respectively, with2, = E(g,), 2 = E(gs), Qps = E(gp) and =t 3)
Q, = E(gsp), WhereE(-) denotes the expectation operator. Pogps + 03
As described further in this Section, the SU transmissicwheregsz is the AWGN variance at the SU-Rx arfd, g, is
under the SINR constraint is governed solely by the state @fg interference from PU-Tx, treated as noise in the capacit
the g, and gy, links'. Thus, in this paper we consider the:aiculations. We denote the pdf and cdf-afby f£.,(x) and
following five scenarios for the knowledge of and g, by F,, (z), respectively. The instantaneous SU capacity is given

the SU-Tx. _ _ by C = log, (1 + ), where the mean(”, can be derived
Scenario 1: The link gains g, andgs;,, are perfectly known. using f-, () as

This clearly unrealistic scenario serves as a benchmark for

comparison. C=E(C) = /oo logy (1 + ) f, (x) da. 4
Scenario 2: The link gain,gy, is perfectly known while only © 0 B ) Fnl) )

the mean’QSp’ Of gsp IS known. . ) The cdf of C' can be obtained frond’,, () by noting that
Scenario 3: The mean/?,, and the exact link gaing,,

are known. In contrast t&eenario 2, this case is considered Fo(y) =Priy <29 —1) = F, (9), (5)

mainly for completeness. N _
Scenario 4: Only the means(2, and (), are known. This where P¢-) denotes probability angl = 2¥ — 1. Using (3), we

scenario arises when only statistical information abowt tifan €xpress (5) as
channels is available to the SU-Tx as a result of limited
gps}
may arise due to channel estimation, feedback quantisatidn 0 ~ e~ /s
delay. = o F, (y(052 + va)) Q dv, (6)

feedback resources. F,(7) =E,g,. {Pr(PtgS < §(02 4 Pogps))
Scenario 5: Only estimates oy, andgs, are available. This
ps
Where possible, we impose a constraipt, on the PU-Rx
SINR, denoted byy,,. Hence,

where we have defineg = P g with a cdf F,(x). In what
follows, we derive expressions fdt, (x) which, using (5) and
Pogp dr. > 1 (6), allows us to compute the capacity cdf.
2 an Tp Z VT, ( ) . . .
Psgsp + o We parameterize the main system variables by two key
parameters. The first; = Qg /€, represents the ratio of

(assumed to be fixed and known to the SU-Tx in all scenariof)¢ rr:;‘ealm t'ptﬁrf;:efnﬁhat tShS P_IE:]'RX to t; r_nean g)f]tjh%deswed

ando? is the additive white Gaussian noise (AWGN) variancg oo, STENdtn for Ie St 1ne Secontl,— T/ By,

at the PU-RX.P; is a provisional maximum value for the su's the ratio of the minimum t?‘rget SINR 1o the mean .SNR

transmit power chosen to satisfy the relevant criteriair(ihis at the PU'RX'. Hence, Increasing corresponds to reducing

case. The actual SU transmit powe,is a function ofP,. For the allowable mterfgrence (with, = 1 corresponding to zero

example, if the PU-Rx SNR lies in the regioﬁ,gp/og <, average allowable interference).

then (1) cannot be satisfied unlegs < 0 and as a result,

P, = 0. If the PU SNR is above the SINR threshojgl, the [1l. SU CAPACITY

SU-TxX 'WI|| adapt P, to.a maximum level satisfying (1) @S The capacity mean in (4) and the cdf in (6) require a

determined under the five scenarios, regardless of thegga'”knowledge of the distributions of = P,g. and 4. Hence,
1The link gainsgs and gps have an impact on achievable SU capacityIn this section .We derive the C(_:IfS fq( and n fpr Scen.arlos

however the level of their knowledge by the SU-Tx does not ichghe 1-4. .ForScenarlo 5, an alternative approach is required (see

transmit power. Section llI-E).

Tp =

whereyr is an SINR thresholdP;, is the PU transmit power



A. Scenario 1 where f, (x) was computed in [16] as,

In this scenario’; can be obtained directly from (1), giving

_rog
fv(x) =e Trop

( ! Doy >em (13)

Pogo _ ;2 PuQs P00
_ T P ;
B= gp () Lo ((Qern)’e | Quor
(P,0,0)2  PyQ,9

We note that while we ignore th&; = 0 case in (2), the Qepyr x
following derivation is valid since Pty > 0) = 0 for P, <0. x I’ (0, P ?2 Q + QO )
In finding F,(z), we solve for the complementary cdf given prp e

by The expression resulting from substituting (13) into (12)
. cannot be written in closed-form. Thus, the mean capacity,
Pr(y > z) = Pr(gs min(Pu, Fx) > ) C, must be calculated numerically by substituting (13) into

oy (gs _ (Ppgp B Ug) P gsp> (@ (and(@).
Prn YT

Noting that g, is an exponentially distributed RV, we cang geenario 2
rewrite (8) by taking the conditional probability ove and

then averaging ovegs andg.;,. This gives, In Scenarios 2-5, with imperfect channel knowledge, the SU
cannot guarantee that (1) is satisfied. Thus, we constrain th
_;Tg?) - s SU to satisfy (1) with an acceptably high probability;- «.
Pr(y > ) = e e / i i — du. 9) Hence, forScenario 2, where the SU knows only the mean,
Qsp Qs fos PZstpu + o, Qqp, Of gsp, We consider the probability of satisfying the SINR

constraint with a probability of — «. This gives
After simplifying (9), the cdfF,(z) =1 — Pr(y > z) can be

shown to be [15, Eq. (3.351.2)] P
Pri——2? > olg Qu]l=1-a  @4)
2 Psgsp + Ul%
1T = . QspyT®
F,Y(JZ') = 1 — 6_ PpQp 6_ Pm Qs — 795}3'}/’1‘35 PPQP%S ( ) . . .
Py, 0 Rewriting in terms of the cdf ofi,, we deriveP; as

QspyrT T 2

x T <0 P + > P,gp — 10
, ) p=—-2F ‘'~ P 15
Py, ' Pu In(a)71 0 (15)

whereI'(-, ) is the upper incomplete gamma function. Substiysing (15), the complementary cdf ofcan be shown to be
tuting (10) into (6) results in
Pr(>z)=E [Pr (ngs > x, Psgs > x’gp)} , (16)

2 =
IT% yag

Psze_ < PpQp + P Qg >

Fy(9) =1 EROTX O (11) which can be expressed as
+ Qig:gfpp exp { gsjgjgf (gj - s;:p)} Pr(y>x) = /1: Pr (gs > ;S) Joo(y) dy a7
X /000 (O'IQ) + va) exp { (%S;’gjg — le5> v} + /1;0 Pr <9s > ;;) foo(v) dy,
x I (O’ QSPJZ:ﬁ;IQtS];:Qp (o +va)g) dv. where ¢y = V}Ug and ¢ = r(rp =P (@ %0) Tha Jower

_ _ integration limit in the first term of (i?) takes into account
To the best of the authors’ knowledge, the integral in (1Bsdothe P, = 0 condition in (2). After some manipulation, we can
not have a closed-form solution. In Section 1V, the capaciympnfy (17) to obtainF, (z) = 1 — Pr(y > z) as,

cdf results are obtained by numerical integration.

In order to obtain the expression for mean capacity, we can Fr)=1- oz Y
derive the pdf,f., (), by differentiating (11) with respect to WEETEP T RO 9
7. Alternatively, using (6) we have 1 ¥ _ n@)rmfeps ,
e OTIHPev0s om0y (18)

e—v/st QP Yo

Fa@) = [ (0% + )£ (30} + Poo)) gy — o,
" 0 P p P ’ Qps Once again, there exists no closed-form solution to theyrate
(12) in (18). Following the same approach asStenario 1, we use




(18) and (6) to findF,, () as D. Scenario 4

Wl When the SU-Tx has knowledge of onfy, and (), then
. Psz{(P‘““SJr@) we have
Fu(@) =1-— PITPa (19) Py
psipY ;n s Pr <pp2 > 7 QpaQsp) =1-—aqa. (26)
1 W _<w+gi> Psgsp+0p
Yo Rs—PpQsz | s . S : ;
+ Q. Vo e Using conditioning and after some manipulatidp, can be
Y120, — Py ] derived as 2
X — z. vro?
’yTagQS + Qopy1r P Qps In(a)y — PyQsz h_ P, e*ﬁ ) @
Here, again, the capacity cdf is obtained using (5) and numer Ty | 1-a '

ically integrating (19).
To compute the SU mean capacity, we differentiate (18jere, P, and P; are deterministic, depending on the system

with respect toy to find the pdf parameters. The latter is given by
,(ﬁ+l) 0 P<0
fu(z) = —ole \Tm 0 (20) P, = P, 0<P,<Py, (28)
prodin(a) [0 -(fpeies ) P 18 e
+ 0. e e Using (28), we obtain the cdf of = P.,gs, which, when
’ ’ substituted into (6) and (5), results in

X ('yTJgQS + Qopy1r P Qs In(a)z — Pstz)_2 ) ) PQ o,

o yog
x (Y1295 — Pp2) (Qspyr PpQps Ina — 1) Foly)=1— ——"" ¢ P, (29)

 §P,Qps + P

In order to compute the mean capacify,we note that’,, ()
The mean capacity is then computed by substituting (20) intan be trivially derived from (29) and (5). Differentiating

+ Qpy1rPpQps In(a)z) dz.

(4) and numerically integrating. obtain f,, (x) and substituting into (4), one obtains
_ 1 [ o2 P.P,Q.0
. C = / s + poésiips
C. Scenario 3 In(2) J; (Ppﬂpst+PtQS (Pprst+Pth>2
In Scenario 3, where the SU has exact knowledge ¢gf —to?
and knows only the meaf,,, we once again satisfy the SINR X In(t)e ™o dt, (30)

constraint with a probability of — a. Hence, where we have used the change of variable, 1 + .

Pog
Pr| ——P7P > T
(Psgsp+012) =7

Qpagsp> =1l-a. (21) E. scenario 5

) ) Here, the SU-Tx operates on estimatesgpfand gs,. In
Following the same approach as fémenario 2, one can show gych a case, we aim to satisfy:

that

In(1 — a)P,Q 1 Pr(Pg > 7 Pagsp + y102 |§ 7§s>=1—a> (31)
Ps<n(a)pp+o-2> - (22) pJp p ps 9sp

1%
T which must be solved for. We use the classic model for
From (22), the SU SINR cdfF,,(7), can be derived as (seeimperfect CSI [9] given byh = ph + /1 — p%e, whereh is

Isp

[17, Appendix A] for details) a generic channel coefficient, controls the level of CSi¢
_ ~ ~ ~ is statistically identical toh and g = |h|?. The complexity of
Fy () = 1= 5(9) = h(9)E(r(9)), (23)  (31) makes further capacity analysis infeasible. Inst¢at)
wheres(§), h(jj) andr(j) are given by is derived in [17, Appendix B] and is shown to be equivalent
to
R K e—bg} _ K2e—b?7+r(ﬂ) 00 .
S(y) = 1:—&@ ) h(y) = #1 (24) Z (>‘1/'2)j 67)\1/2 (1 - 67#6% X 68 - (32)
() = (Pprsg + PmQS)(USQQSPg + Q1) J=0 - 20+ )
B PP Qsﬂ Qepy ’ i r( 20 _ *
P st s (ﬁ) (sim) " ( X ) .
'm 2sp o —s—1/2,0 — &,
with constants,K; = 1 — e@/PnS | [, = %, roe=o \2 (r—s)! PO\26+ 1)
_ Pprs — 2 ) . R
@ = Fuat, aNdb =03 /Fulls. Hence, where A = 2525,/(Q(1 — p%)), A2 = 202/ (Uup(1 —
e (@) p*)), B =201 /(Qp(1-p*)By), & = 41 P /() and

for (@) = =" (9) = W (§EL(r (@) + h(@)r'(§) —=, (25) M, ,(-) is a Whittaker functionP; is then computed using a
() : : - :
numerical root finder to solve (32) and the resulting value is

wheres’(3), I/ (g) andr’(y) are the derivatives of (24). used in capacity simulations.



F. SU Blocking

Using the results in Sections IlI-A - 11I-D, we derive the SU
blocking conditions, that is the probability or conditionder
which the SU cannot transmit due to the constraint (1).

In the case ofscenarios 1 and 2, whereP; is dependent on
the instantaneous value gf, via (7) and (15), respectively,
we can compute the probability of SU blocking, by solving
for Pr(P, < 0) or equivalently PP, < 0). It is easily shown
that for Scenarios 1 and 2

’YT"’Q

PP, <0)=1—¢ o =1— ¢ °, (33)

For Scenarios 3 and 4, the SU blocking condition is
determined purely from the system parameters, and can
obtained by setting?, < 0 in (22) and (27), respectively.

Here, the SU blocking condition is related doandcy by

7'yTSZp
a<l—e % =1—¢ .

P =0 if (34)

Using (34), we note that for small values of that is where
we guarantee the PU SINR constraint with high probabilit
the SU blocking condition is approximated by< cs.

For Scenario 5, blocking occurs when (31) can not be
satisfied, even foP; = 0. Hence, the boundary of the blocking
region is equivalent to

2
Pr{Pr<gp > 1% gp> - a} . (35)
Pp
In [17], the probability in (35) is rewritten as
2co |,
Pr X217p2gp =1-aq, (36)

where X is a non-central Chi-squared variable with 2 degre¢
of freedom and non-centrality paramets? g, /(Q, (1 —p?)).

We solve (36) by a simple root-finder, to find the threshold
value, g,
probability is simply

Pr(g, <g*)=1—e9/%,

(37)

IV. SIMULATION RESULTS AND DISCUSSION

In all simulations, we have se®,/02 = P,/0? = 0 dB
and Q,/02 = Qs/0? = 5 dB, where we assume? = oZ.
In Scenarios 2-5 we seta = 0.1, andp = 0.9 is used in
Scenario 5, unless otherwise indicated in the figures. Figure
2, 3 and 5 show the SU capacity cdfs for various scenarios &
a range ofcy, co values. Figure 5, witle; = 0.01, represents
very favourable SU operating conditions. Figurec3 £ 0.1,
c1 = 0.9) represents increasingly difficult conditions for the
Su.

From these results, we observe tiaenarios 1 and 2
result in similar performance, even in the casecpf= 0.9
(Fig. 3), that is where the SU interference is very prominer..

Furthermore, lack of knowledge of the PU-PU link (knowing, 4 sy transmit power cdf focenarios 1 and 2 ¢
only the meart2,,) greatly reduces the achievable capacity af9).

the SU. This is shown in Figs. 2 and 3 whé&enarios 3 and
4 suffer a considerable loss in comparisorStenarios 1 and
2. Hence, knowledge af, is more important thamgs,.
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The dependence an can be observed by comparing Figs. : 1
and 3. Under very favourable conditions,= 0.01, Scenarios
3 and 4 slightly outperfornscenarios 1 and 2. This seemingly
counterintuitive result is due to the flexibility afforded/ b
the probabilistic SINR constraint. This is confirmed by th
additional cdfs foiScenarios 3 and 4 in Fig. 3, withe = 0.096,
where the protection of PU SINR with higher degree c
certainty causes degradation of performanceSmnarios 3
and 4 below that foScenarios 1 and 2.

From Fig. 3, we observe that placing the SU in a demandil
environmentg; = 0.9, results in very poor performance unde
Scenarios 3 and 4. Furthermore, the performanceSoénario
2 is noticeably degraded from that &enario 1. Further
insight into this is provided by Fig. 4, which shows the cd
of the SU transmit powerp;, for ¢; = 0.1 and¢; = 0.9.
We observe that in the latter case, the SU-Tx ur8enario
1 operates at maximum poweP, = 1, with a likelihood of Fig. 7. Blocking probability forScenarios 1, 2 and 5 for vscs.

70 %, compared to approximately 50 % f8enario 2. This
difference is much less pronounced for the less challenging
case ofc; = 0.1. Finally, based on Figs. 2 and 3, we observi&rge amounts of interference. Figure 5 presents the dgpaci

that the performance und8cenario 5 is not highly dependent results forScenarios 1 and 2 with the more realistic values of
on the value of;. ce = 0.5 and ey = 0.9, where (34) prevents SU transmission

Comparing the curves fofcenarios 3 and 4 with those underScenarios 3 and 4. While SU transmission is possible
for Scenario 5 in Fig. 3, we note that, for the most partunderScenario 5, we observe a high blocking probability of
imperfect knowledge of the link gains is more beneficial than0-73 and 0.88 for; = 0.5 andc, = 0.9, respectively.
knowledge of their means. Only in the low capacity regime we Figure 6 shows the probability R < 0.5) as a function of
observe thaBcenarios 3 and 4 outperfornScenario 5, which  ¢1. As expected, for a constaat, the performance undé&ce-
has a relatively high blocking probability for the paramste nario 2 diverges from the baselirffeenario 1 with increasing
considered. It should be noted, however, that blocking in, that is as the amount of interference to the PU increases.
Scenarios 3 and 4 is dictated by the parameterand thus,  Finally, Fig. 7 shows the blocking probability f&cenarios
unless (34) is satisfied, the capacity cdfs for these saenarl, 2 and 5. We recall that the SU ability to transmit in
originate at zero. Consequently, at higher capacity valves Scenarios 3 and 4 is deterministic and governed by the
exists a crossover point witBcenario 5. blocking condition of (34). The results fdgcenario 5 were

Figures 2 and 3 compare the scenarios using= 0.1, obtained numerically via (36). We observe that as the cHanne
which is very generous to the SU. From (34), we see that Hdowledge error decreases { 1), the blocking probability
transmission irtcenarios 3 and 4 occurs only for large valuesapproaches that dicenarios 1 and 2. Specifically, referring
of « or for small values of:;. That is, without the knowledge back to Fig. 5, we note from Fig. 7 where = 0.9 that
of g, the SU can only operate if the PU is willing to accepimproving the channel estimate to = 0.99 will reduce

o o
(2] [e¢]
‘ ‘

Blocking Probability
o
e

- Scenario 5, p
-m- Scenario 5, p
o Scenario 5, p

0.4 0.6
C2




the blocking probability atc, 0.5 and ¢ 0.9 to 6]
0.5 and 0.7, respectively, thus bringing the performance of
Scenario 5 closer to that ofcenario 1. Similarly, relaxing the
probabilistic SINR constraint by increasingto 0.3 results in a
significant reduction in blocking probability, as fully exgted.

(7]

(8]
V. CONCLUSIONS

We have examined the effects of limited channel knowledgg
on the SU capacity. Considering five scenarios, we derived
(in four cases) analytical expressions for the SU capaci
cdf under a PU-Rx SINR constraint. We determined the
blocking probability and blocking conditions as a functioi
the allowable interference at the PU-Rx. The results demdh?!
strate the importance of the PU-PU CSI, which was shown
to be much greater than that of the SU-Tx to PU-Rx link.
Furthermore, we have shown that in challenging situatio
or in the presence of CSI error there can be extremely large
blocking probabilities for the SUs.

]
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